
Adversarial Token Attacks on Vision Transformers
Ameya Joshi, Gauri Jagatap, and Chinmay Hegde

New York University

Introduction

I Vision transformers use a patch token based self-attention
mechanism unlike CNNs.

I However, this may lead to specific vulnerabilities to
token-level attacks.

I Token level attacks = Block-sparse constraint on attacks.
I We probe and analyze effect of token attacks on Vision

transformers and CNNs.

Contributions

I New block-sparsity constraint based token attack
I Token attacks leverage saliency to implement block sparsity
I Effect of token attacks on flavors of ViTs and CNNs
I ViTs are less robust than CNNs!

Setup

Dataset: Imagenet
Models: Pretrained
I ViT-(224, 384)
I DeIT (hard & soft distillation)
I MLP-Mixer
I Resnets (50, 101, Wide)

Token Attacks

Saliency:

S(xb) :=

√√√√∑
xi∈xb

∣∣∣∣∂L(f (x, y))

∂xi

∣∣∣∣2

Adversarial Token Attack

Require: x0:Input image, f (.): Classifier, y : Original label, K : Number of
patches to be perturbed, p: Patch size.

1: [b1 . . . bK ]= Top-K of S(xb) =

√∑
xi∈xb

∣∣∣∂L(f (x,y))
∂xi

∣∣∣2, ∀b.

2: while dof (x) 6= y OR MaxIter
3: xbk = xbk +∇xbk

L; ∀ bk ∈ {b1, . . . , bK}
4: xbk = Projectε∞(xbk) (optional)
5: end while

Attacks

I Sparse Attacks
I Token attacks (p = 16× 16)
I Mixed norm attacks

Results

Number of tokens Effect of patch size

Mixed Norm attacks Saliency v/s Random Tokens


