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ABSTRACT

We propose a two step framework to automatically classify an
OCT scan as indicative of Diabetic Macular Edema (DME) by
detecting abnormal pathologies in OCT frames. The first step
involves detection of candidate patches for fluid filled regions
and hard exudates using image processing techniques. The
second step is to predict a label for these candidate patches
using deep convolutional neural network. In the final collation
step, we aggregate the confidences of the CNN models and
use a rule based method to predict the presence of DME.

Index Terms— Optical Coherence Tomography, Eye,
Computer Aided Detection and Diagnosis

1. INTRODUCTION

Optical coherence tomography (OCT) is an imaging tech-
nique capable of capturing high resolution three dimensional
images of biological tissue. One of its applications is in the
acquisition of retinal OCT volumes. These OCT volumes
are useful in diagnosis of retinal diseases and treatment plan-
ning [1]. There are different abnormal objects of interest viz
hard exudates, cysts, drusen, vitreo-macular traction (VMT)
etc. that can be present in retinal OCT [2]. These local abnor-
mal structures are linked to eye diseases like macular edema
and age-related macular degeneration.

In an OCT scan, fluid filled regions or FFRs are visible
as dark spaces with well defined walls, found in between reti-
nal layers. Hard exudates show up as hyper-reflective objects
located between the ganglion cell layer (GCL) and external
limiting membrane (ELM) layer as show in Fig. 1. Together,
these two gross pathologies are indications of diabetic mac-
ular edema (DME). A normal OCT frame has smooth layers
with no breaks or loss of layer continuity. Abnormal frames
have non-smooth distorted layer structures. Dense speckle
noise in some frames adds more challenges in detecting ab-
normal objects of interest.

In this paper, we propose a hierarchical approach to detect
presence of DME in OCT scans. We detect potential candi-
dates in the OCT frame using image processing followed
by their classification into FFRs, exudates and unimportant
classes using a set of deep convolutional neural networks
(CNN). We further use a rule based approach to classify an

Fig. 1: Typical retinal layers in OCT frame [3]

OCT scan as being indicative of DME or not based on our
classification of the input patches.

The paper is organized as follows: Related work is dis-
cussed in Section 2. Section 3 describes our methodology.
Experimental results are presented in Section 4. Finally, Sec-
tion 5 concludes the paper.

2. RELATED WORK

In this section, we talk about related work in literature for au-
tomated analysis of OCT scans. In [4], authors present a semi-
automatic method to detect hard-exudates and ILM and RPE
layers by limiting the search region and finding the shortest
path within the search region [5]. Hard exudates are detected
by a self adoption threshold and region growing. However,
the method was not robust [4] and does not work in presence
of variation in hard exudate appearance. Roy et al. in [6] use
a jointly weighed loss function with a special architecture for
simultaneously segmenting and classifying layers and fluid
filled masses. Lee et al. [7] propose a U-Net based segmenta-
tion network for fluid filled regions. In [8], the authors model
cystic changes using a motion based model along with a CNN
to segment cystic changes in an OCT scan. The method fails
to detect small cysts and is therefore less sensitive to earlier
changes which is important for screening. In [9], ElTanboly et
al. detect features corresponding to each layer in the OCT us-
ing Markov-Gibbs random fields and follow it up with deep
classification network with auto-encoders to classify a scan
as edematous. However, they only segment layers and do not
detect any specific abnormalities.
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Fig. 2: (a) Original frame, (b) visual results. Color coding –
ILM: green; RPE: red; FFR: yellow; hard exudates: blue.

Deep learning techniques have been shown to outperform
image processing and machine learning methods for natural
image object as well as biomedical object classification [10].
Hence, we employ deep convolution neural networks (CNN).
As OCT frames are quite large in size and resizing them leads
to significant information loss, we use patches corresponding
to the various abnormal regions as input to our deep neural
models. This allows us to use lesser amount of data as each
frame generates a large number of samples as well as create
smaller models which can be deployed on an edge device.

3. GROSS PATHOLOGY EXTRACTION AND
CLASSIFICATION

We present a two stage framework for detecting hard exudates
and fluid filled regions (FFR). The first step is to extract can-
didate patches using image processing. The second step is to
classify the candidate patches using deep CNN.

3.1. Unsupervised Candidate Detection

ILM and RPE detection: We first pre-process the OCT
frame to crop the infrared fundus image in the OCT frame
using trivial gradient and edge detection based techniques. In
the segmented OCT frame, we detect nerve fibre layer (ILM)
and retinal pigment epithelium (RPE) using Dijkstra’s short-
est path algorithm, representing pixels as nodes in a graph.
In an OCT scan, layers are horizontally aligned and extend
from left to right or right to left. Hence, we define the start
and stop node to be any pixel on a zero padded left and zero
padded right column respectively. The RPE is the lowermost
hyper-reflective layer and therefore, has high intensity values.
We define the cost matrix for RPE in Eq. 2. Let I(x, y) be the

pixel intensity in the OCT frame at position (x, y). Then, the
cost matrix is given as:

Crpe(x, y) = 1− (
I(x, y)

255
+ L(x, y)) (1)

L(x, y) = T (x, y) · ỹ (2)

Here, T (x, y) is the thresholded binary image with the thresh-
old as twice the threshold given by Otsu’s algorithm [11]. The
factor of two is selected to retain only the relatively bright
retinal layers. ỹ is the normalized relative distance in the y-
axis. We then use Dijkstra’s algorithm to solve for the mini-
mum cost path using C(x, y) as the cost function, allowing us
to localize the RPE layer. Similarly, we detect the ILM using
the cost matrix in Eq. 4 using the assumptions that the ILM
is the topmost layer as well as shows a significant gradient
change with respect to the intra-ocular space above it.

Cilm(x, y) = 1− (E(x, y) · (1− ỹ)) (3)

E(x, y) = G(x, y) · T (x, y) (4)

G(x, y) is the Canny [11] edge map whereas T (x, y) is the
thresholded binary image. The product of the two, E(x, y)
represents the term corresponding to the large gradient change
between the ILM and the hyloid region. We then set the pixel
intensities above the detected ILM and below the detected
RPE to zero so as to exclude them from the search region for
further candidate detection. We show the results of the ILM
and RPE detection in Fig. 2.
Fluid Filled Region Candidate Extraction: Fluid Filled
regions are dark featureless regions in the intracellular space.
We use this property to isolate candidates for FFR. Our
method is based on the Otsu thresholding technique [11]. We
enhance this method by taking the negative of our OCT frame
and thresholding the image with factor k · Totsu where Totsu
is the threshold calculated using Otsu’s method. The factor
k ensures that we are very sensitive in our FFR detection. In
this paper, we use a empirically calculated value of k as 0.9.
Hard Exudate Candidate Extraction: Since hard exudates
are hyper-reflective regions in the intra-retinal area, we detect
hard exudate candidates between ILM and RPE using local
peak detection. The mathematical expression is depicted in
Eq. 5.

(x, y) = argmax(Iilm→rpe(x, y), 2d+ 1) (5)

Here (x, y) are the set of detected local peaks; computed as
the maximum over a local (2 × d + 1) spatial window. We
chose d = 10 which approximately corresponds to radius of
an average hard-exudate. Iilm→rpe is the region between the
ILM and RPE. We show examples of our detection algorithm
in Fig.2.

3.2. Classification

The above module provides us with candidates of FFR and
hard exudates. We then classify these candidates as being
positive samples of the suggested class or not by using a set
of patch based CNN classifiers. The output of each CNN is a
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Fig. 3: (a)FFR Classification Network (b)Exudate Classi-
fication Network. The convolutional layers are represented
by solid boxes) and MLP layers are represented by dashed
boxes). Figure best viewed in color

softmax vector representative of the confidence of the model
for the positive label. We then collate the confidence vec-
tors with respect to a frame and use a learned rule to detect
whether the frame shows signs of DME or not.
Fluid Filled Regions: We primarily adapt the VGG[12] ar-
chitecture to classify 150 × 100 patches centered around the
candidates detected in section 3.1. A rectangular patch is cho-
sen because the OCT scan has different scales in the x and y
axes. The CNN architecture used for classification of FFRs is
shown in Fig.3. We augment our training by adding random
gaussian noise (µ = 0.35, σ = 0.01) in the convolutional
layers for emulating speckle noise in images as well as regu-
larizing the network. Finally, we use a dropout factor of 0.7
for our fully connected layers.
Hard Exudates: Similar to our approach for FFRs, we train
a CNN for classifying hard exudate candidates into hard exu-
dates or not. For hard exudates, we choose a patch of 150×50
corresponding to their average size. The size of each patch
being small, we down-sample it using 2× 2 maxpooling only
once.

We use negative log likelihood function as the cost func-
tion and stochastic gradient descent [13] for optimization for
training both the models. In order to detect if a frame shows
signs of DME or not, we use a simple association rule derived
from our training set as defined in Eqn.3.2.

Ŷ =

{
DME, NFFR,(p>0.8) > 1

∨
NHE,(p>0.75) > 3

NoDME, otherwise
(6)

4. EXPERIMENTS AND RESULTS

Our training data consists a set of 328 cases; taken using a
Heidelberg Spectralis OCT Scanner [3], which we split into
317 training cases and 204 validation cases in a stratified man-
ner based on the reports. Each case is a video consisting of
multiple frames. We then extract 1827 frames, mostly corre-
sponding to the central foveal region. These frames are an-
notated by two experts by marking out the region of inter-
est. Conflicting annotations are resolved by arbitration. We
show the results of the arbitration process in Table 2 by com-
paring each consultant with the post-arbitration ground truth.
Further, we take the overlap of our candidate detection algo-
rithms with the marked regions and label each patch as being
an example of a label only if more than 50% of the patch is
contained by a marked region. Additionally, we select 210
random frames from the validation cases for frame-wise and
patch-wise analysis of our system.
FFR Training Methodology: For FFR, we extract 1369
patches of the positive class and 11063 patches of the neg-
ative class for training. We use a weighted negative log
likelihood function with weights of 5 : 1 in favor of the pos-
itive class in order to maintain class balance. We then train
this model for 300 epochs with a learning rate of 0.1 and an
exponential decay of 0.95.
Hard Exudate Training Methodology: The training data for
hard exudates consists of 3651 positive samples and 12367
negative samples from 537 frames. We follow the same
training methodology as that of FFRs apart from training the
model for 500 epochs.

Label Patchwise metrics(%) Framewise metrics(%)

P R f1 P R f1

FFR 96.36 74.96 0.84 97.34 86.39 0.91
Hard exudates 95.08 89.73 0.91 96.04 88.20 0.92

Table 1: Quantitative Results for pathologies on the test
set. P is the precision whereas R is the recall.

Label FFR(%) Exudates(%)

P R f1 P R f1

Consultant 1 84.1 79.3 0.81 66.2 76.7 0.71
Consultant 2 81.0 93.0 0.87 85.8 62.3 0.72

Table 2: Pre-arbitration expert Inter-observer Variability. P is
the precision and R represents recall. Statistics are calculated
with respect to the ground truth after arbitration.

Quantitative results: We validate the performance of our
deep CNN based classification using patch and frame level



Method Precision(%) Recall(%) f1−score

Our Method 96.43 89.45 0.9281
Athar et al. [14] 81.60 95.33 0.8793

Table 3: Quantitative Results for pathologies on the test set

recall and precision metrics on a test set of 421 frames ran-
domly selected from the 204 validation cases. The results of
our system are shown in Table 1. The precision, recall and
f1−scores can be compared with the variability of each con-
sultant from the generated ground truth as shown in Table 2.
As evident, our system shows a more consistent performance
on the test set. The f1−score for hard exudates correlate
better with the ground truth in comparison with both consul-
tants, while for FFRs it lies in between. We also show the
results of our confidence based rule for predicting whether a
frame showcases signs of DME or not. In Table 3, we present
a comparison of our approach with a simple weak labeling
based approach [14] on the same set where we use a CNN for
simultaneous classification and localization. The f1−scores
clearly show that our patch based algorithm performs better
than using the original image in its entirety.
Visual results: We show the visual results on a challenging
frame selected from our database. Fig. 2 shows the detected
candidates as boxes and our classification of the same. The
yellow boxes correspond to detected FFRs and the blue boxes
correspond to the detected hard exudates. The red line de-
picts the ILM where as the green line depicts the RPE. As
our method predicts gross abnormalities in different local sce-
nario and irrespective of variations, we imply that CNNs have
learned the feature representation invariant to size, shape and
translation. The primary advantage of using patches over the
weak labeling method is that the networks can be less com-
plex due to the focused nature of the method. In addition,
our method is highly extensible as any new pathology can be
added to the system simply by training a binary classification
model for the same.

5. CONCLUSION

In this paper, we consider a patch based approach to classify
OCT frames as being indicative of DME or not. We detect
and classify patches corresponding to hard exudates and fluid
filled regions using image processing and deep learning. We
also prove that this approach works better than using a frame
level deep neural network classifier as well as other related
methods as shown in Section 2. In the future, we want to show
generalization capability of our approach on different OCT
scanners. Also, we would like to extend the current frame-
work detect other abnormal structures viz vitreo-macular trac-
tion, epiretinal membranes, drusen etc., representing various
other disorders such as age related macular degeneration.
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